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ABSTRACT 
 

 We propose and study a new class of continuous distributions called the beta Weibull-

G family which extends the Weibull-G family introduced by Bourguignon et al. (2014). 

Some of its mathematical properties including explicit expressions for the ordinary and 

incomplete moments, generating function, order statistics and probability weighted 

moments are derived. The maximum likelihood is used for estimating the model 

parameters. The importance and flexibility of the new family are illustrated by means of 

two applications to real data sets. 
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1. INTRODUCTION 
 

 As of late, there has been an extraordinary enthusiasm for growing more flexible 

distributions through extending the classical distributions by introducing additional shape 

parameters to the baseline model. Many generalized families of distributions have been 

proposed and studied over the last two decades for modeling data in many applied areas 

such as economics, engineering, biological studies, environmental sciences, medical 

sciences and finance. So, several classes of distributions have been constructed by 

extending common families of continuous distributions. These generalized distributions 

give more flexibility by adding one (or more) shape parameters to the baseline model. 

They were pioneered by Gupta et al. (1998) who proposed the exponentiated-G class, 

which consists of raising the cumulative distribution function (cdf) to a positive power 

parameter. Many other classes can be cited such as the Marshall-Olkin-G by Marshall 
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and Olkin (1997), beta generalized-G by Eugene et al. (2002), Kumaraswamy-G by 

Cordeiro and de Castro (2011), exponentiated generalized-G by Cordeiro et al. (2013),  

T-X by Alzaatreh et al. (2013), Lomax-G by Cordeiro et al. (2014), beta Marshall-Olkin-G 

by Alizadeh et al. (2015), transmuted exponentiated generalized-G by Yousof et al. 

(2015), Kumaraswamy transmuted-G by Afify et al. (2016b), transmuted geometric-G by 

Afify et al. (2016a), Burr X-G by Yousof et al. (2016), odd-Burr generalized-G by 

Alizadeh et al. (2016a), transmuted Weibull G by Alizadeh et al. (2016b), exponentiated 

transmuted-G by Merovc et al. (2016), generalized transmuted-G by Nofal et al. (2017), 

exponentiated generalized-G Poisson by Aryal and Yousof (2017) and beta transmuted-H 

families by Afify et al. (2017), among others. 
 

 The produced families have pulled in numerous scientists and analysts to grow new 

models in light of the fact that the computational and diagnostic offices accessible in 

most symbolic computation software platforms. Several mathematical properties of the 

extended distributions may be easily explored using mixture forms of exponentiated-G 

(exp-G) distributions. 
 

 Let        and        denote the probability density function (pdf) and cdf of a 

baseline model with parameter vector   and consider the Weibull cdf             

(for    ) with positive parameter  . Based on this density, Bourguignon et al. (2014) 

replaced the argument   by              , where                , and defined 

the cdf of their Weibull-G (W-G) class by  
 

         ∫  

      

      

 

                   [ .
      

      
/

 

]  (1.1) 

 

 The W-G density function is given by 
 

                 
         

         
   [ .

      

      
/

 

]  (1.2) 

 

 In this paper, we define and study a new family of distributions by adding two extra 

shape parameters in equation (1.1) to provide more flexibility to the generated family. In 

fact, based on the beta-generalized (B-G) family proposed by Eugene et al. (2002), we 

construct a new family called the beta Weibull-G (BW-G) family and give a 

comprehensive description of some of its mathematical properties. In fact, the BW-G 

family provides better fits than at least four other families in two applications. We hope 

that the new family will attract wider applications in reliability, engineering and other 

areas of research. For an arbitrary baseline cdf       , Eugene et al. (2002) defined the 

B-G family via the cdf and pdf  
 

                      
 

      
∫  

      

 

                (1.3) 

and  
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respectively, where                  ,   and   are two additional positive  

shape parameters,                        is the incomplete beta function  

ratio,         ∫  
 

 
               is the incomplete beta function,        

                and      is the gamma function. Clearly, for      , we obtain 

the baseline distribution. The additional parameters   and   aim to govern skewness and 

tail weight of the generated distribution. An attractive feature of this family is that   and 

  can afford greater control over the weights in both tails and in the center of the 

distribution. In this paper, we generalize the W-G family by incorporating two additional 

shape parameters to yield a more flexible generator. Henceforward            , 

            and so on. The cdf of the BW-G family is defined by  
 

      
2     0 (

      

      
)
 
13
        

(1.5) 

 

henceforward                         ,              The corresponding pdf 

of (1.5) is given by  
 

     
             

                [  (
    

    
)
 

] {     [ (
    

    
)
 

]}
   

   (1.6) 

 

 Here, a random variable   having the density function (1.6) is denoted by   BW-

G         . The quantile function (qf) of  , say            , can be obtained by 

inverting (5). Let              denote the qf of  , then, if   Beta     , then  
 

      2
[         ]   

  [         ]   
3 

 

has cdf (1.5). Some special cases of the BW-G family are given below 
 

 For    , the BW-G class reduces to the exponentiated Weibull-G (EW-G) 

family. 

 For    , we have the generalized Weibull-G (GW-G) class. 

 The BW-G family reduces to the Weibull-G (W-G) family proposed by 

Bourguignon et al. (2014) when      .  
 

 Consider the series  
 

         ∑ 

   

 
          

         
     (1.7) 

 

which holds for | |    and     real non-integer. The pdf in (1.6) can be rewritten as 
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applying (1.7) for  , we obtain  
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]  

 

 Using the power series expansion, the last equation can be expressed as 
 

     ∑ 

     

 
            

      

           

          

            

            ⏟        
 

  

 

 Applying (1.7) for  , we arrive at  
 

     ∑ 

     

 

                    (1.8) 

 

where                                           is the exp-G pdf with power 

parameter            and  
 

     
                       

          [        ]           
∑ 

 

   

            

        
  

 

 Using equation (1.8) and generalized binomial expansion twice and changing the 

summation over   and   we can write 
 

     ∑  

 

   

           (1.9) 

 

where 

   ∑  
 

   
∑  

 

     
        (

        
 

) (
 
 

)       

 

 Thus, several mathematical properties of the BW-G family can be obtained simply 

from those properties of the exp-G family. Equation (1.9) is the main result of this 

section. The cdf of the BW-G family can also be expressed as a mixture of exp-G 

densities. By integrating (1.9), we obtain the same mixture representation  
 

     ∑ 

     

 

                   ∑  

 

   

           (1.10) 

 

where        is the cdf of the exp-G family with power parameter    The properties of 

exp-G distributions have been studied by many authors in recent years, see Mudholkar 

and Srivastava (1993) and Mudholkar et al. (1995) for exponentiated Weibull (EW), 

Gupta et al. (1998) for exponentiated Pareto (EPa), Gupta and Kundu (1999) for 

exponentiated exponential (EE), Shirke and Kakade (2006) for exponentiated log-normal 

(ELN) and Nadarajah and Gupta (2007) for exponentiated gamma distributions (EGa), 

among others. Equations (1.9) and (1.10) are the main results of this section.  
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 The basic motivation for using the BW-G family can be given as follows. To define 

special models with all types of the hazard rate function (hrf); to build heavy-tailed 

models that are not longer-tailed for modeling real data sets; to reproduce a skewness for 

symmetrical distributions; to generate distributions with symmetric, right-skewed, left-

skewed and reversed-J shaped; to convert the kurtosis of the new models more flexible 

compared to the baseline model; to generate a large number of special distributions; and 

to provide consistently better fits than other generated models under the same baseline 

distribution. That, is well-demonstrated by fitting the BW-N distribution to two real data 

sets in Section 7. However, we expect that there are other contexts in which the BW 

special models can produce worse fits than other generated distributions. Clearly, the 

results in Section 7 indicate that the new family is a very competitive class to other 

known generators with at most three extra shape parameters. 
 

 The rest of the paper is outlined as follows. In Section 2, we define two special 

models and provide the plots of their pdfs. In Section 3, we derive some of its 

mathematical properties including order statistics and their moments, entropies, ordinary 

and incomplete moments, moment generating function (mgf), stress-strength model, 

residual and reversed residual life functions. Some characterization results are provided 

in Section 4. Maximum likelihood estimation of the model parameters is addressed in 

Section 5. In Section 6, simulation results to assess the performance of the proposed 

maximum likelihood estimation procedure are discussed. In Section 7, we provide two 

applications to real data to illustrate the importance of the new family. Finally, some 

concluding remarks are presented in Section 8. 

 

2. The BW-G SPECIAL MODELS 
 

 In this section, we provide two special models of the BW-G family. The pdf (1.6) will 

be most tractable when      and      have simple analytic expressions. These special 

models generalize some well-known distributions in the literature. 

 

2.1 The BW-Weibull (BWW) Model 

 Consider the cdf and pdf of the Weibull distribution (for    )        

   [      
 
] and                [      

 
], respectively, with positive 

parameters   and    Then, the BWW pdf is given by  
 

     
            (  ,   *     
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)]
   

  
 

 The BWW distribution includes the Weibull Weibull (WW) distribution when 

     . For    , we obtain the exponentiated Weibull Weibull (EWW) 

distribution. For    , we have the generalized Weibull Weibull (GWW) distribution. 

For     and    , we have the BW exponential and BW Rayleigh distributions, 

respectively. The BWW density and hrf plots for selected parameter values are displayed 

in Figure 1. 
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Figure 1: Plots of the BWW pdf and hrf for Selected Values of Parameters 

 

2.2 The BW-Normal (BWN) Model 

 The cdf and pdf (for       ) of the normal distribution with        and 

    are       (
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), respectively. Then, the pdf of the BWN 

distribution becomes 
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 The BWN distribution includes the Weibull normal (WN) distribution when  

     . For    , we obtain the exponentiated Weibull normal (EWN) distribution. 

For    , we have the generalized Weibull normal (GWN) distribution. The importance 

of the BWN model is that the normal distribution is symmetric, but the BWN becomes 

skewed. The BWN density plots for selected parameter values are displayed in Figure 2. 
 

 
Figure 2: Plots of the BWN pdf for Selected Values of Parameters 
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3. PROPERTIES 
 

3.1 Order Statistics 

 Order statistics make their appearance in many areas of statistical theory and practice. 

Suppose         is a random sample from any BW-G distribution. Let      denote the 

 th order statistic. The pdf of      can be expressed as  
 

                        {      }    

    ∑  

   

   

      (
   
 

)                  

 

where   
 

          
. We use the result 0.314 of Gradshteyn and Ryzhik (2000) for a 

power series raised to a positive integer   (for    ),  ∑   
       

    ∑   
         

   

where the coefficients      (for        ) are determined from the recurrence equation 

(with        
 )  

 

           
   ∑  

 

   

[        ]            (3.1) 

 

 We can demonstrate that the pdf of the  th order statistic of any BW-G distribution 

can be expressed as  
 

        ∑  

 

     

                (3.2) 

 

where      
                    

       
∑     

    
              

           
     is given in Section 2 and the 

quantities          can be determined with            
     

 and recursively for      
 

               
  ∑  

 

   

[         ]                

 

 We can obtain the ordinary and incomplete moments, generating function and mean 

deviations of the BW-G order statistics from equation (3.2) and some properties of the 

exp-G model. For the BW-W model the moments of      can be expressed as  
 

 (    
 

)  ∑  

 

       

                

              
(
     
 

)   (  
 

 
)          

 

3.2 Entropy Measures 

 The Rényi entropy of a random variable   represents a measure of variation of the 

uncertainty. The Rényi entropy is defined by  
 

                 ∫  
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Using the pdf (1.6), we can write 
 

      ∑ 

     

 

                          

where  

     (
 

      
)
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       [      ]                          

                    (         )
  

 

 Then, the Rényi entropy of the BW-G family is given by  
 

                8∑ 

     

 

    ∫  
 

  

                      9  

 

 The q-entropy, say      , can be obtained as 
 

                8  6∑ 

     

 

    ∫  
 

  

                      79  

 

where    ,    . The Shannon entropy of a random variable  , say   , is defined by 

    { [       ]}  It is the special case of the Rényi entropy when      
 

3.3 Moments, Generating Function and Incomplete Moments 

 The     moment of  , say   
 , follows from (1.9) as 

 

  
        ∑  

 

   
       

    

 

 Henceforth,    denotes the exp-G distribution with power parameter  .  
 

 The     central moment of  , say   , is given by  
 

         
    ∑  

 

   
∑  
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)   

      
       

    

 

 The cumulants (  ) of   follow recursively from      
  ∑     

   (
   
   

)        
   

where      
 ,      

    
        

     
   

    
  , etc. The skewness and kurtosis 

measures can be calculated from the ordinary moments using well-known relationships.  
 

 The mgf               of   is given by       ∑   
             where       

is the mgf of   . Hence,       can be determined from the exp-G generating function. 

The     incomplete moment, say      , of   can be expressed from (1.9) as  
 

      ∫  
 

  

         ∑  

 

   

   ∫  
 

  

            (3.3) 

 

 A general formula for the first incomplete moment,        can be derived from (3.3) 

(with    ) as       ∑   
              where       ∫  

 

  
           is the first 

incomplete moment of the exp-G distribution.  
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 This equation for       can be applied to construct Bonferroni and Lorenz curves 

defined for a given probability   by                
   and              

 , 

respectively, where   
       and        is the qf of   at  . The mean deviations 

about the mean [     |    
 | ] and about the median [     |   | ] of    

are given by       
      

         
   and      

        , respectively, where 

  
      ,                    is the median and     

   is easily calculated 

from (1.5). For the BWW model 
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3.4 Stress-Strength Model 

 Stress-strength model is the most broadly approach utilized for dependability 

estimation. This model is used in many applications of physics and engineering such as 

strength failure and system collapse. In stress-strength modeling,             is a 

measure of reliability of the system when it is subjected to random stress    and has 

strength   . The system fails if and only if the applied stress is greater than its strength 

and the component will function satisfactorily whenever      .   can be considered as 

a measure of system performance and naturally arise in electrical and electronic systems. 

Other interpretation can be that, the reliability, say  , of the system is the probability that 

the system is strong enough to overcome the stress imposed on it. 
 

 Let    and    be two independent random variables with BW-G             and 

BW-G             distributions.  
 

 The reliability is given by   ∫  
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3.5 Moment of Residual and Reversed Residual Lifes 

 The     moment of the residual life, say        [      |   ],      ,..., 

uniquely determines     . The     moment of the residual life of   is given by       
 

      
 ∫  

 

 
             

 

 Subsequently,       
 

      
∑   
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)        ∫  

 

 
            

 

 For the BWW model we have 
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 Another important function is the mean residual life function or the life expectation at 

age   defined by        [     |   ], which represents the expected additional 

life length for a unit which is alive at age  . The MRL of   can be obtained by setting 

    in the last equation.  
 

 The     moment of the reversed residual life, say        [      |   ]  
for     and      ,... uniquely determines     . We obtain       

 
 

    
∫  

 

 
             Then, the     moment of the reversed residual life of   

becomes       
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)     ∫  

 

 
            

 

 For the BWW model 
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 The mean inactivity time (MIT) or mean waiting time also called the mean reversed 

residual life function, is given by        [     |   ], and it represents the 

waiting time elapsed since the failure of an item on condition that this failure had 

occurred in      .The MIT of the BW-G family of distributions can be obtained easily by 

setting     in the above equation. 

 

4. CHARACTERIZATIONS 
 

 The problem of characterizing probability distributions is important for applied 

scientists who would like to know if their proposed model is the right one for their data. 

This section deals with various characterizations of BW-G distribution. These 

characterizations are based on:     a simple relationship between two truncated moments; 

     the hazard function;       a single function of the random variable. 
 



Haitham M. Yousof et al. 105 

4.1 Characterizations based on two Truncated Moments 

 In this subsection we present characterizations of BW-G distribution in terms of a 

simple relationship between two truncated moments. Our first characterization result 

employs a theorem due to Glänzel (1987)  see Theorem 1 of Appendix A. Note that the 

result holds also when the interval   is not closed. Moreover, it could be also applied 

when the cdf   does not have a closed form. As shown in Glänzel (1990), this 

characterization is stable in the sense of weak convergence. Here is our first 

characterization. 
 

Proposition 4.1 

 Let           be a continuous random variable and let       {  

   [ (
    

    
)
 

]}
   

 and               [ (
    

    
)
 

] for      The random variable 

  belongs to BW-G family       if and only if the function   defined in Theorem1 has 

the form 
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]       (4.1) 

 

Proof.  

 Let   be a random variable with pdf    , then 
 

(      ) [     |   ]  
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and finally 
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 Conversely, if   is given as above, then 
 

      
          

               
 

             

       
      

 

and hence,       (
    

    
)
 

      Now, in view of Theorem1,   has density        
 

Corollary 4.1 

 Let           be a continuous random variable and let       be as in Proposition 

4.1. The pdf of   is     if and only if there exist functions    and   defined in Theorem 1 

satisfying the differential equation 
 

          

               
 

             

       
       (4.2) 
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Remark 4.1 

 The general solution of the differential equation in Corollary 4.1 is 
 

        [ .
    

    
/

 

] 

{ ∫  
             

       
   [  .

    

    
/

 

] (     )
  

         }  

 

where   is a constant. Note that a set of functions satisfying the differential equation 

(4.2) is given in Proposition 4.1 with      However, it should be also noted that there 

are other triplets           satisfying the conditions of Theorem1. 
 

4.2 Characterization based on Hazard Function 

 It is known that the hazard function,   , of a twice differentiable distribution function, 

 , satisfies the first order differential equation 
 

     

    
 

  
    

     
         (4.3) 

 

 For many univariate continuous distributions, this is the only characterization 

available in terms of the hazard function. The following characterization establish a  

non-trivial characterization for BW-G distribution in terms of the hazard function when 

   , which is not of the trivial form given in (4.3). Clearly, we assume that      is 

twice differentiable. 
 

Proposition 4.2  

 Let           be a continuous random variable. Then for      the pdf of   is 
      if and only if its hazard function       satisfies the differential equation 
 

  
     

     

    
      

             {           }

       
  (4.4) 

 

with the boundary condition         for      
 

Proof.  

 If   has pdf      , then clearly (4.4) holds. Now, if (4.4) holds, then 
 

 

  
,(    )

  
     -    

 

  
0.

       

       
/1  

 

or, equivalently,       
             

         which is the hazard function of the BW-G 

distribution. 
 

4.3 Characterization based on Truncated Moment of Certain Function  

of the Random Variable 

 The following proposition has already appeared in (Hamedani, Technical Report, 

2013), so we will just state them here which can be used to characterize BW-G 

distribution. 
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Proposition 4.3 

 Let            be a continuous random variable with cdf  . Let      be a 

differentiable function on       with              . Then for     , 
 

 [    |   ]                 
 

if and only if 

     (      )
 
 
  

          
 

Remark 4.3 

 It is easy to see that for certain functions      on      , Proposition 4.3 provides a 

characterization of BW-G distribution for      
 

5. ESTIMATION 
 

 Several approaches for parameter estimation were proposed in the literature but the 

maximum likelihood method is the most commonly employed. The maximum likelihood 

estimators (MLEs) enjoy desirable properties and can be used when constructing 

confidence intervals and also in test statistics. The normal approximation for these 

estimators in large sample theory is easily handled either analytically or numerically. So, 

we consider the estimation of the unknown parameters for this family from complete 

samples only by maximum likelihood. Here, we determine the MLEs of the parameters of 

the new family of distributions from complete samples only.  
 

 Let         be a random sample from the BW-G family with parameters       and 

  where   is a     baseline parameter vector. Let   (        )   a         

parameter vector. Then, the log-likelihood function for  , say         is given by 
 

       [      ]        ∑  

 

   

                 ∑ 

 

   

           

      ∑  

 

   

            ∑ 

 

   

  
       ∑ 

 

   

       (5.1) 

 

where    
       

       
 and    [     (   

 )]  Equation (5.1) can be maximized either 

directly by using the R (optim function), SAS (PROC NLMIXED) or Ox program  

(sub-routine MaxBFGS) or by solving the nonlinear likelihood equations obtained by 

differentiating (5.1). The score vector components, say 
 

     
  

  
 (

  

  
 
  

  
 
  

  
 

  

   
)
 

 (            
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are given by 

     [           ]  ∑ 
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     [           ]  ∑ 
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             ∑ 

 

   

  

  
  

 

where      is the digamma function,   
                    ,          

            ,      
         

                 
       

        
,      

         (   
 ) and 

        
      (   

 )   
 

 Setting the nonlinear system of equations            and    
    

(for        ) and solving them simultaneously yields the MLEs  ̂  

  ̂  ̂  ̂  ̂   . To solve these equations, it is usually more convenient to use nonlinear 

optimization methods such as the quasi-Newton algorithm to numerically maximize 

    . For interval estimation of the parameters, we can evaluate numerically the 

elements of the             observed information matrix      ( 
   

      
).  

 

 Under standard regularity conditions when    , the distribution of  ̂ can be 

approximated by a multivariate normal   (     ̂   ) distribution to construct 

approximate confidence intervals for the parameters. Here,    ̂  is the total observed 

information matrix evaluated at  ̂. The method of the re-sampling bootstrap can be used 

for correcting the biases of the MLEs of the model parameters. Good interval estimates 

may also be obtained using the bootstrap percentile method. We can compute the 

maximum values of the unrestricted and restricted log-likelihoods to obtain likelihood 

ratio (LR) statistics for testing some sub-models of the BW-G distribution.  
 

 Hypothesis tests of the type         versus         , where   is a vector 

formed with some components of   and    is a specified vector, can be performed using 

LR statistics. For example, the test of            versus        is not true is 

equivalent to comparing the BW-G and G distributions and the LR statistic is given by 

   {   ̂  ̂  ̂  ̂           ̂ }  where  ̂,  ̂,  ̂ and  ̂ are the MLEs under   and  ̂ is 

the estimate under   . The elements of      are given in the Appendix B. 

 

6. SIMULATION STUDY 
 

 In order to assess the performance of the MLEs, a small simulation study is 

performed using the statistical software R through the package (stats4), command MLE, 

for a particular member of the BW-G family of distributions, the BWE (Beta Weibull-
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exponential) distribution. However, one can also perform in SAS by PROC NLMIXED 

procedure. The number of Monte Carlo replications was         For maximizing the log-

likelihood function, we use the MaxBFGS subroutine with analytical derivatives. The 

evaluation of the estimates was performed based on the following quantities for each 

sample size: the empirical mean squared errors (MSEs) are calculated using the R 

package from the Monte Carlo replications. The MLEs are determined for each simulated 

data, say,   ̂   ̂   ̂  ̂  for                and the biases and MSEs are computed by 

 

         
 

     
∑       

   ( ̂   )   

and  

        
 

     
∑  

     

   
  ̂                    

 

 We consider the sample sizes at          and     and consider different values 

for the parameters (I:              , II:      ,      ,       and       , 

III:      ,      ,       and       , IV:      ,      ,       and       , 

V:    ,      ,       and       , VI:      ,    ,       and      ). The 

empirical results are given in Table 1. The figures in Table 1 indicate that the estimates 

are quite stable and, more important, are close to the true values for the these sample 

sizes. Furthermore, as the sample size increases, the MSEs decreases as expected. 

 

7. APPLICATION 
 

 In this section, we illustrate the applicability of the BW-G family to two real data sets. 

We focus on the BWN distribution presented in Subsection 2.3. The method of maximum 

likelihood is used to estimate the model parameters. We shall fit the BWN model using 

two real data sets and compare it with other existing competitive distributions. In order to 

compare the fits of the distributions, we consider various measures of goodness-of-fit 

including the maximized log-likelihood under the model (  ̂), Anderson-Darling      
and Cramér-Von Mises (  ) statistics. The smaller these statistics show better model for 

fitting. The first data set, referred to as D2, consists of lifetimes of 43 blood cancer 

patients (in days) from one of the ministry of Health Hospitals in Saudi Arabia, see 

Abouammoh et al. (1994). These data are: 115, 181, 255, 418, 441, 461, 516, 739, 743, 

789, 807, 865, 924, 983, 1025, 1062, 1063, 1165, 1191, 1222, 1222, 1251, 1277, 1290, 

1357, 1369, 1408, 1455, 1478, 1519, 1578, 1578, 1599, 1603, 1605, 1696, 1735, 1799, 

1815 ,1852, 1899, 1925, 1965. Table 2 shows summary statistics for this data set. 
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Table 1 

Bias and MSE of the Estimates under the Method of Maximum Likelihood 

  
Actual 

Value 

         

 ̂  ̂  ̂  ̂  ̂  ̂  ̂  ̂ 

   

                                                           

                                                             

                                                             

                                                            

                                                             

                                                              

    

                                                          

                                                           

                                                             

                                                             

                                                          

                                                            

    

                                                                

                                                              

                                                                

                                                               

                                                             

                                                              

 

 The second data set is IQ data set for 52 non-white males hired by a large insurance 

company in 1971 given in Roberts (1988). These data are: 91, 102, 100, 117, 122, 115, 

97, 109, 108, 104, 108, 118, 103, 123, 123, 103, 106,102, 118, 100, 103, 107, 108, 107, 

97, 95, 119, 102, 108, 103, 102, 112, 99, 116, 114, 102, 111, 104, 122, 103, 111, 101, 91, 

99, 121, 97, 109, 106, 102, 104, 107, 955. Table 1 presents summary statistics for this 

data set. 

 

Table 2 

Summary Statistics of Two Data Sets 

Data Size Arithmetic Mean Standard Deviation Skewness Kurtosis 

D2                             

IQ                           

 

 For the first data set, BWN is compared with other generalized normal models such as 

the Beta Normal (BN) (Eugene et al., 2002), Kumaraswamy Normal (KN) (Cordeiro and 

de Castro, 2011), Weibull Normal (WN) (Bourguignon et al., 2014), Gamma Normal 

(GN) (Alzaatreh et al., 2014).  
 

 In the second application, BWN is compared with the Skew Symmetric Component 

Normal (SSCN) (Rasekhi et al, 2015), BN, KN, WN. Its worth to mention, Rasekhi et al 

(2015) illustrated that the SSCN model for this data set is more better than flexible skew 

symmetric normal distributions such as FGSN (Ma and Genton 2004), SN (Azzalini, 
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1985), ESN (Mudholkar and Hutson 2000), FS (Fernandez and Steel 1998). Also Kumar 

and Anusree (2014) used this data for comparison of four classes of skew normal 

distribution.  
 

 The maximum likelihood estimates of the parameters are obtained and the goodness 

of fit tests are reported in Tables 3 and 4. Figure 3 shows fitted distributions on histogram 

of two data sets and Figures 4 and 5 show fitted cdf on empirical cdf of two data sets. It is 

clear from Tables 3 and 4 and Figures 3, 4 and 5 that the BWN model provides the best 

fits to both data sets. 

 

Table 3 

The MLEs of the Parameters, SEs in Parentheses  

and the Goodness-of-Fit Statistics for D2 

Model Estimates    ̂       

B                                                            

                                         

BN                                                       

                                  

KN                                                      

                                  

WN                                                       

                                   

GN                                                        

                                    

 

Table 4 

The MLEs of the Parameters and SEs in Parentheses 

and the Goodness-of-Fit Statistics for IQ 

Model Estimates    ̂       

BW                                                          

                                       

SSCN                                                     

                                 

BN                                                    

                                 

KN                                                   

                                 

WN                                                    
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Figure 3: (Left Panel): Fitted Models on Histogram of D2 Data Set,  

(Right Panel): Fitted Models on Histogram of IQ Data Set. 

 

 
Figure 4: Fitted cdfs on Empirical cdf of D2 Data Set 

 

 The strengths of the proposed distributions evident from the two data applications are: 

their ability to provide better fits (to the D2 and IQ data sets) than four other 

distributions. 
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Figure 5: Fitted cdfs on Empirical cdf of IQ Data Set 

 

8. CONCLUSIONS 
 

 We define a new class of models, named the beta Weibull-G (BW-G) family of 

distributions by adding two shape parameters, which generalizes the Weibull-G family. 

Many well-known distributions emerge as special cases of the BW-G family by using 

special parameter values. The mathematical properties of the new family including order 

statistics, entropies, explicit expansions for the order statistics, ordinary and incomplete 

moments, generating function, stress-strength model, residual and reversed residual lifes. 

Some characterizations for the new family are presented. The model parameters are 

estimated by the maximum likelihood method and the observed information matrix is 

determined. It is shown, by means of two real data sets, that special cases of the BW-G 

family can give better fits than other models generated by well-known families. 
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APPENDIX A 
 

Theorem 1 

 Let         be a given probability space and let   [   ] be an interval for some 

                                     Let       be a continuous random 

variable with the distribution function   and let    and    be two real functions defined 

on   such that 
 

   [     |   ]   [     |   ]          
 

is defined with some real function  . Assume that            ,         and   is 

twice continuously differentiable and strictly monotone function on the set  . Finally, 

assume that the equation        has no real solution in the interior of  . Then   is 

uniquely determined by the functions       and  , particularly 
 

       ∫  
 

 
 |

     

               
|    (     )    

 

where the function   is a solution of the differential equation    
    

      
 and   is the 

normalization constant, such that ∫  
 

    . 

 

APPENDIX B 
 

The elements of the observed information matrix are: 
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  and   
                      

 . 


